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Abstract
Child Drawing Development Optimization is a recently developed metaheuristic 
algorithm that has been demonstrated to perform well on multiple benchmark tests. 
In this paper, a binary Child Drawing Development Optimization (BCDDO) is pro-
posed for wrapper feature selection. The proposed BCDDO is utilized to choose 
a subset of important features to reach the highest classification accuracy. Har-
ris Hawk optimization, salp swarm algorithm, gray wolf optimization, and whale 
optimization algorithm are utilized to evaluate the effectiveness and efficiency of 
the suggested feature selection method. In the field of feature selection to improve 
classification accuracy, the proposed method has gained a considerable classifica-
tion accuracy advantage over previously mentioned methods. Four datasets are used 
in this research work; breast cancer, moderate COVID, big COVID, and Iris using 
XGBoost classifier and the classification accuracies were (98.83%, 98.75%, 99.36%, 
and 96%), respectively, for the four mentioned datasets.

Keywords Child Drawing Development Optimization · CDDO · BCDDO · 
Classification · Feature selection

1 Introduction

Data science has recently become a vital part of the healthcare industry. Typi-
cally, healthcare data are acquired from patients via electronic medical records. A 
typical application of data in health care is the development of decision support 
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systems that incorporate patient data, domain knowledge, and artificial intelli-
gence [1]. Even though ML models have been extensively examined and proved 
to be highly successful, disease prediction is a complex subject for which there 
are still numerous enhancements and approaches to investigate [1]. This type of 
problem falls within the categorization task of supervised learning within the 
machine learning field, which is relationship learning between a set of features 
and the target class using classification methods [2]. One of the significant goals 
of the classification of data is to predict based on the training data and available 
features. For machine learning tasks, large datasets with a high-dimensional fea-
ture space and a relatively limited sample size are crucial factors [3].

Dimensionality reduction is one of the main approaches for removing unnec-
essary and redundant features from the original feature set when there are a sig-
nificant number of these features. Dimensionality reduction can enhance the 
effectiveness of a machine learning system and reduce its computing complexity 
by eliminating unnecessary and redundant information [4]. In prior years, fea-
ture selection and feature extraction were developed as solutions for dimensional 
reduction. Feature extraction creates fewer features by merging existing features 
so that these features include all (or the majority) of the information contained 
in the core features. Moreover, in feature selection, a subset of initial features is 
picked by deleting irrelevant and redundant features [6]. Filter schemes, wrap-
per schemes, and embedding schemes are the three categories of feature selection 
classifiers. In the wrapper model, metaheuristic algorithms such as Bat algorithm 
(BA), particle swarm optimization (PSO), and SSA are used to evaluate a subset 
of features during their search operations to select a set of features with the maxi-
mum classification accuracy. The majority of wrapper approaches use iterative 
search procedures in which each iteration of the learning model guides the popu-
lation of solutions toward the best solution to find the best feature subset [5].

The major contributions of this research work are:

1. Proposing a new binary version of the Child Drawing Development Optimiza-
tion search algorithm to provide a way for efficient feature selection to increase 
resource usage, performance, and storage capacity while decreasing processing 
time.

2. Utilizing a modern classifier (XGBoost) for classifying various types of datasets 
(COVID-19 images dataset and breast cancer numerical dataset).

3. Providing a firm framework for performance evaluation for the proposed method 
compared to the set of modern and competitor search algorithms (WOA, HHO, 
GWO, BAT, HHOSSA and SSA).

The arrangement of this paper’s sections is as follows: Sect. 2 presents a sum-
mary of the works that are most relevant to our work. In Sect. 3, a brief overview 
was described. In Sect. 4, the recommended methodology is provided. Section 5 
establishes the results and the discussion. Comparative analysis with a few of the 
other methods is described in Sect. 6. In Sect. 7, conclusions and further research 
are stated.
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2  Related works

Feature selection is an important stage in the classification for the diagnosis and 
prediction of diseases. Several recent research in feature selection using search 
algorithms were reviewed in this research work. Zhang et al. [6] introduced a new 
version of HHO known as improved Harris Hawks optimization (IHHO) by com-
bining the original Harris Hawks optimization with the salp swarm algorithm to 
increase the optimizer’s capacity to uncover high-quality global optimization and 
feature selection solutions. The results of IHHO compared to other feature selec-
tion approaches utilizing well-known benchmark datasets supplied by the Univer-
sity of California Irvine (UCI) indicate that the suggested IHHO produced higher 
accuracy rates than existing wrapper feature selection approaches, such as binary 
Bat algorithm (BBA), binary salp swarm algorithm (BSSA), and binary Har-
ris Hawk optimization (BHHO) with the use of the KNN classifier. Swathi and 
Kodukula [7] suggested the Quantum Ant Lion (QAL) optimization to apply fea-
ture selection for gene classification and cancer diagnosis. The Quantum search 
process is used in the Ant Lion method to increase the search efficiency, which 
aids in increasing exploration and avoiding the local optima trap. In contrast, the 
Archimedes spiral search is used in the QAL method to increase exploitation in 
the feature selection based on the fitness function. Using the k-nearest neighbors 
algorithm (KNN), support vector machines (SVM), random forests (RF), deep 
neural networks (DNN), and long short-term memory (LSTM) classifiers on a 
gene dataset, 97.4% accuracy was achieved for gene classification.

Too and Mirjalili [8] presented the hyper-learning binary dragonfly algo-
rithm (HLBDA) as a wrapper-based technique for determining the best feature 
subset for different classification tasks. HLBDA is an enhanced version of the 
binary dragonfly algorithm (BDA) that uses a hyper-learning technique to aid the 
algorithm in escaping local optima and improving its searching behavior. This 
article made use of 21 datasets from the Arizona State University and the Uni-
versity of California Irvine repository. Ouadfel and Abd Elaziz [9] suggested a 
high-dimensional feature selection technique utilizing the Relief filter method 
and a metaheuristic equilibrium optimizer (EO). The suggested approach is based 
on the Relief filter method and a binary equilibrium optimizer (BEO) known 
as RBEO-LS, which consists of two parts. In the initial phase, the Relief tech-
nique is employed as a preprocessing step to give weights to features based on 
their estimated importance to the classification objective. BEO is utilized as a 
wrapper search strategy in the second phase. On sixteen UCI datasets and ten 
high-dimensional biological datasets, the performance of the created method has 
been assessed. The results also demonstrate the superiority of the RBEO-LS over 
other methods (equilibrium optimizer (EO), SSA, sine cosine algorithm (SCA), 
differential evolution (DE), BAT algorithm, binary particle swarm optimiza-
tion (BPSO), and Henry gas solubility optimization (HGSO)). Ghosh et al. [10] 
presented a feature selection technique based on a binary version of Manta ray 
foraging optimization to address the problem of feature selection by employing 
eight transfer functions from two distinct families: S-shaped and V-shaped. The 
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work employs 18 standard UCI datasets to test the performance and compare it 
to ALO-based methods and outperforms in terms of accuracy of the classification 
and features selected number. See details of the summary of the preview work in 
Table 1.

The research work is closely related to the work of Too and Mirjalili [8] and 
Ghosh et al. [10]. Like Zhang et al., this research also focuses on feature selection 
using a metaheuristic algorithm, but in this case, it is the Child Drawing Develop-
ment Optimization. Furthermore, like Fang and Liang, a wrapper-based technique 
for feature selection is used, but a modified binary version of the Child Drawing 
Development Optimization (CDDO) algorithm is proposed that incorporates a new 
fitness function and a new update rule for the positions of the search agents. By 
comparing the results of the proposed method with other state-of-the-art feature 
selection techniques, it can be shown that the proposed method outperforms them 
in terms of accuracy and the number of selected features, which demonstrates the 
effectiveness of the proposed method in solving the feature selection problem.

3  Child Drawing Development Optimization algorithm

Child Drawing Development Optimization (CDDO) is a new metaheuristic algo-
rithm. The algorithm was designed by Abdulhameed and Rashid [11]. This algo-
rithm is based on the child’s learning behavior and cognitive development and uses 
the golden ratio to optimize the esthetic value of their artwork. The golden ratio was 
first discovered by the renowned mathematician Fibonacci. The ratio of two con-
secutive numbers in the Fibonacci sequence is comparable; it is known as the golden 
ratio and is prevalent in nature, art, architecture, and design. CDDO simulates cog-
nitive learning and the stages of a child’s drawing development, beginning with the 
scribbling stage and proceeding to the pattern-based level of sophistication. Adjust-
ments are made to the width, length, and golden ratio of the child’s hand pressure 
to get better results. The following stages describe the Child Drawing Development 
Optimization algorithm.

A. The first stage (the scribble)

The initial attempts of a child to find drawing consist primarily of random marks. 
During this stage, the kid observes and discovers movement and hand pressure. 
Movement can be both linear and curved at random, as the child observes that liner 
movements result in lines and all other hand movements result in curves. In this 
step, the hand pressure is unreasonable; either too high or too low will be improved 
through trial and error in subsequent stages, taking into account a multitude of other 
factors—initialization Xij for I = 1 to N solutions. X is the current solution reflect-
ing a child’s drawing with changeable choice variables such as hand pressure, 
golden ratio, length, and width of the drawing when multiple decision variables are 
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considered. The number of decision variables is denoted by I, and the number of 
parameters is denoted by j.

B. The second stage (exploitation).

During this stage, the kid learns to construct shapes by controlling the movement 
and direction of their bodies. One of the classifying factors for a child’s performance 
is hand pressure. Initial Random Hand Pressure (RHP) is calculated using Eq. (1). 
RHP is a random number between the lower boundary of the problem (LB) and the 
upper boundary of the solution (UP) used to compare the current solution’s hand 
pressure with the current solution’s hand pressure (HP). When HP is hand pressure 
and j is a collection of solution parameters, HP will be selected from the solution 
parameters using Eq. (2).

C. Third stage (golden ratio).

The child is now at the stage where he or she applies the abilities acquired 
through experience and uses the feedback to study the pattern in the real pictures, 
attempt to assign meanings to the drawings, and practice drawing by copying, prac-
ticing, and being enthusiastic (with trail). The current hand pressure is compared to 
RHP; if it is less than RHP, the solution is updated using Eq. (2), taking into con-
sideration the kid’s skill rate (SR) and level rate (LR), which are two random inte-
gers between 0 and 1 initially and between 0.6 and 1 if the child has relevant hand 
pressure. Setting SR and LR to high values (0.6–1) suggests that the child’s level of 
knowledge and competence is correct; however, it can be improved by factoring in 
the GR component. The golden ratio is another component utilized to update and 
enhance the performance of the solution (GR). GR is the ratio of the two selected 
solution components, which are the length and breadth of a child’s artwork (see Eq. 
(3)). Each of these two components is picked at random from all of the problem’s 
factors using (Eq. (4)).

(1)RHP = rand(LB,UP)

(2)HP = X(i, rand(j))

(3)XiGR =
XiL + XiW

XiL

(4)W, L = rand(0, j)
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In Eq. (5), Xilbest represents the child’s best drawing to date, which is the local fin-
est solution, and Xigbest represents the global best solution observed by the children 
in their surroundings; in addition, the golden ratio (GR) is the ratio between the 
child’s drawing’s length (L) and width (W).

D. Fourth stage (creativity).

During this phase, the child combines information to update golden ratio or 
nearly golden ratio solutions. However, the solution lacks meaningful hand pressure, 
indicating that a child’s talents are underdeveloped and require further development 
through the application of the creative factor and the golden ratio. Pattern memory 
(PM) is created for every solution in the algorithm; the size of the pattern varies 
based on the problems. Nonetheless, selecting a random solution from the PM array 
to be used for updating the solutions that are not performing well is one of the strate-
gies to increase the convergence rate of the algorithm, and in practice, it speeds up 
the children’s learning rate. In Eq. (6), both CR and PM are used to update the exist-
ing solution and converge on the optimal solution.

E. Fifth stage (pattern memory).

This stage focuses primarily on drawing inches of detail. As the behavior is 
exhibited by the agent’s best-updating mechanism, it is incorporated into the algo-
rithm. It is when the answer will be modified if a better one becomes available, and 
the same is true for updating the population’s best global solution. This will also be 
the case when refreshing the pattern memory with the best global solution attained 
thus far in each iteration. Figure 1 illustrates the steps of the CDDO algorithm.

(5)Xi+1 = GR + SR. ∗
(

Xilbest − Xi

)

+ LR. ∗
(

Xigbest − Xi

)

(6)Xi+1 = XiMP + CR. ∗
(

Xigbest

)
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Start

Initialize the parameters of CDD

Generate the first population randomly

Evaluates fitness values of random solutions 

Find Personal and Global best

Calculate drawing’s Golden Ratio

Set an array of the learnt pattern and random hand 

pressure RMP

Current solution's 

Hand Pressure (HP) 

parameters is less

Solution 

contains Golden 

Stopping 

criteria is met

Fig. 1  Flowchart of CDDO algorithm
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4  Binary Child Drawing Development Optimization

In the continuous Child Drawing Development Optimization, the values of draw-
ings continually transfer to a different location in the search space. In some 
unique situations, such as feature selection, the solutions are limited to the binary 
0 or 1 value, motivating a special version of the CDDO algorithm. In this paper, 
a novel binary Child Drawing Development Optimization for feature selection 
is proposed. Section  4.1 introduces the representation used in the binary Child 
Drawing Development Optimization algorithm for feature selection. It explains 
the binary discrete search space that is inherent to feature selection problems and 
how a vector of 0’s and 1’s is used to represent solutions to such problems. While 
Sect. 4.2 discusses the fitness function used in the BCDDO algorithm for feature 
selection. It explains how the evaluation of the selected feature subset is a critical 
element of feature selection methods and involves a classifier, which in this case 
is the K-nearest neighbor classifier. The KNN is chosen due to its promising per-
formance and fast computation speed in previous work [12].

4.1  BCDDO: representation

A feature selection issue has its own inherent binary discrete search space. To 
express any solution to a feature selection problem, a vector of 0’s and 1’s is 
required, where 0 indicates the relevant feature not selected and 1 represents 
selected [13]. The CDDO is utilized to determine the most informative subset of 
features. The CDDO initiates the feature selection by generating (N × D) initial 
solutions, where N is the number of particles and D is the number of features. 
Each vector in the population reflects the indices of associated traits. A threshold 
of 0.5 is used to decide whether or not the feature is selected.

According to Eq. (7), if the vector’s value is larger than 0.5, the related feature 
is selected. Otherwise, the feature is not chosen.

Figure  2 presents a binary representation of a possible BCDDO solution for 
a dataset with six characteristics, of which four are chosen and the other two are 
not.

(7)
{

xd
i
> 0.5, Feature will be elected

xd
i
≤ 0.5, Feature will be deprecated

Fig. 2  Binary illustration of a possible BCDDO
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4.2  BCDDO: fitness function

Evaluation of the selected feature subset is a critical element of feature selection meth-
ods. The evaluation methodology involves a classifier because the suggested method is 
a wrapper-based feature selection technique. For this objective, we employed the well-
known K-nearest neighbor classifier. Generally, FS has two goals: greater classifica-
tion accuracy and a smaller number of selected features. The superiority of the selected 
subset is indicated by both the greater classification accuracy and the reduced number 
of selected features. During the development of the fitness function for the proposed 
FS method, we examined both aspects. We chose classification error, the complement 
of classification accuracy since minimizing the number of features is important. Equa-
tion 8 defines the fitness function used

where a = 0.90 is a constant for managing accuracy, b random integer improves 
accuracy calculated using Eq. 9, and  clserr is the classification error rate of KNN. 
Figure 2 illustrates the block diagram of the proposed BCDDO classification sys-
tem, and Algorithm 1 describes the steps of the binary version of CDDO (BCDDO) 
(Fig. 3).

(8)fitness = a ∗ clserr + b ∗

(

feature selected

max number of features

)

(9)b = 1 − a

Dataset

Preprocessing

Feature Extraction 

BCDDO algorithm + KNN Classifier

Feature Selection

Features Vectors

Xgboost Classifier 
Classification

Fig. 3  Block diagram of the proposed BCDDO classification system
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Algorithm 1  Binary Child Drawing Development Optimization

Table 2 describes the detailed information of the datasets used in this paper, 
while Table 3 shows the parameter values of the methods used in the study. Every 
dataset used must be balanced. In addition, the big COVID and moderate COVID 
datasets contain image data, whereas the breast cancer and iris databases are 
numerical datasets. Before training, characteristics from the photos in the moder-
ate and big COVID datasets were retrieved, including GLCM (Gray-Level Co-
occurrence Matrix) and GLDM (Gray-Level Dependence Matrix).

Table 2  List of used datasets No Dataset Instances number Features number

1 Breast cancer 569 30
2 Moderate COVID 800 126
3 Big COVID 9000 126
4 Iris 150 4
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Table  4 describes the evaluation metric used to evaluate the classification by 
using the proposed method and the definition of each of these metrics.

5  Experimental results and discussions

Four medical datasets were employed in the experiment: a breast cancer dataset 
with 569 data samples, a chest x-ray dataset with 800 images, and a large data-
set with 9000 images. The BCDDO algorithm was used in feature selection to 
improve the classification of the medical datasets, and after testing and training, 
it demonstrated a high level of classification accuracy. The dataset was split into 
two parts, with 30% used for testing and validation and 70% for training. Accord-
ing to Table 5, which uses the XGBoost classifier, the suggested technique has a 
high accuracy rate. Figure 4a shows the breast cancer dataset confusion matrix, 
while the confusion matrix for the moderate COVID dataset is shown in Fig. 4b, 

Table 3  Parameters values for 
used methods

Methods Parameters values

BCDDO algorithm Iteration no.: 100
Size of population: 30
Up:1
Lb:0
CR = 0.1
LR = 0.01
SR = 0.9
PS = 10
Th_val:0.5

XGBoost classifier Training set: 30%
Testing set: 70%

KNN classifier Number of neighbors:5
Number of classes:2

Table 4  Classification 
performance evaluation metrics 
[5]

Evaluation metric Definition

Accuracy TP+TN

TP+TN+FP+FN

Precision TP

FP+TP

Recall TP

FN+TP

F1 2 ×
Specificity×Recall

Specificity+Recall

Table 5  Performance of 
BCDDO over XGBoost 
classifier

Dataset Accuracy Precision Recall F 1 Support

Breast cancer 0.9883 0.99 0.99 0.99 171
Moderate COVID 0.9875 0.99 0.99 0.99 240
Big COVID 0.996 1.00 1.00 1.00 2862
Iris 0.9600 0.959 0.959 0.959 45
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and Fig.  4c illustrates the confusion matrix for the big COVID dataset, while 
Fig. 4d shows the iris dataset confusion matrix.

Furthermore, preprocessing was applied to the intermediate and large COVID 
datasets to improve the quality of the X-ray images. To address the noise, quality, 
and size challenges that are inherent in X-ray images, preprocessing is essential 
to image enhancement. The data were prepared in several ways to aid with feature 
extraction and boost classification accuracy. In particular, the contrast-limited 
adaptive histogram equalization (CLAHE) technique was used to modify image 
contrast based on histograms after the Gaussian blur filter was applied for denois-
ing [12]. The improved contrast and clarity of the resulting images from this pre-
processing method made it easier to extract features later on and improved clas-
sification accuracy. We used the widely used Gray-Level Co-occurrence Matrix 
(GLCM) approach for texture analysis to extract features. Eight statistics—angu-
lar second moment (ASM), variance, inverse difference moment (IDM), mean, 
contrast, entropy, homogeneity (HOM), and correlation (COR)—are used by 
GLCM to gather extensive data about image textures. Pixel distance and angle 
functions are represented by a matrix formed by the relationship between two pic-
ture pixels and their grayscale values at different angles. This relationship is the 
basis for these statistics. In addition, the Gray-Level Dependence Matrix (GLDM) 
method was applied, which takes into account pixels with different displacements 
and gray-level disparities.

(a): Breast cancer dataset confusion matrix (b): Moderate COVID dataset confusion 

matrix

(c): Big Covid dataset confusion matrix (d): Iris dataset confusion matrix

Fig. 4  a Breast cancer dataset confusion matrix. b Moderate COVID dataset confusion matrix. c Big 
COVID dataset confusion matrix. d Iris dataset confusion matrix
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Table 5 notes that the proposed method when used for feature selection out-
performs in terms of classification with using of four datasets. Evaluation of the 
BCDDO over the XGBoost classifier is shown in Fig. 5.

The classification accuracy for each dataset across various classifications is 
shown in Table 6. Across all datasets, it consistently shows high accuracy rates 
for Class 0 and Class 1, with near-perfect accuracy achieved by the big COVID, 
moderate COVID, and breast cancer datasets. Class 2 shows a little worse accu-
racy than the other classes for the iris dataset.

6  Comparative study

In this portion of the experiment, the performance of the proposed BCDDO is 
compared further to that of HHO, SSA, gray wolf optimization (GWO), whale 
optimization algorithm (WOA), Bat algorithm (BAT), and hybrid of Harris Hawk 

Fig. 5  Evaluation of the BCDDO over the XGBoost classifier

Table 6  Performance of 
BCDDO over XGBoost 
classifier for each class

Dataset Classes accuracy

Class 0 Class 1 Class 2

Breast cancer 0.99 0.98
Moderate COVID 0.99 0.98
Big COVID 0.99 0.99
Iris 0.99 0.98 0.88
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and salp optimization (HHOSSA) algorithm. Using four datasets, the accuracy of 
these methods was determined. Table 7 and Fig. 6 provide a detailed comparison 
of proposed BCDDO with HHO, SSA, GWO, WOA, BAT, and HHOSSA. As can 
see BCDDO outperforms other competitor algorithms.

Observing Table 7, we discover that the suggested method has obtained a significant 
classification accuracy advantage over a set of previous algorithms applied in the field 
of feature selection to improve classification accuracy.

The average processing times in seconds for several optimization methods, such as 
BAT, WOA, GWO, SSA, HHO, HHOSSA, and BCDDO, are shown in Table 8. The 
findings show that among the algorithms, BCDDO has the fastest processing time 
(0.7 s), closely followed by WOA (0.8 s), while SSA (1.14) has the longest process-
ing time. The results reveal that BCDDO outperforms other optimization algorithms 
in terms of processing time, with the shortest average time of 0.7 s. This suggests that 
BCDDO is the most efficient algorithm among those compared, highlighting its superi-
ority in terms of computational efficiency.

Table 7  Comparison of proposed BCDDO with HHO, SSA, GWO, WOA, BAT, and HHOSSA

Datasets BCDDO WHO SSA GWO WOA BAT HHOSSA

Breast cancer 98.83 94.15 94.73 95.90 94.22 96.8 99.7
Moderate COVID 98.75 94.64 94.64 93.85 96.42 97.3 98.0
Big COVID 99.96 92.13 91.30 94.25 95.72 96.8 98.8
Iris 96 91.1 95.5 94.6 92.1 95.5 95.2

Fig. 6  Comparison of classification performances between BCDDO and art-of-states algorithms
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7  Conclusion

In this paper, BCDDO is proposed for FS in classification. For evaluation purposes, 
four medical datasets were used. The reported results showed that the BCDDO 
method has shown superior results in comparison with other similar methods by 
classification accuracy, also using the XGBoost classifier leads to high classifi-
cation precision. The efficacy of BCDDO in classification tasks and other binary 
optimization tasks is worth exploring in future research. Moreover, the implemen-
tation of other classification methods such as deep neural decision trees and confi-
dence-weighted linear classification using BCDDO for feature selection can also be 
investigated. Additionally, the study suggests applying BCDDO in other domains, 
such as networking and task scheduling. Also, other future work might be consid-
ered to transform other metaheuristic algorithms such as FOX [14], FDO [15], LPB 
[16], Leo [17], DSO [18], Goose [19], and ANA [20] into binary with different 
applications.

Acknowledgements The authors would like to thank the University of Technology, Baghdad, and the 
University of Kurdistan Hewler for providing facilities for this research work.

Author contributions A.S. and Y.H. wrote the main manuscript. T.A.R. reviewed the manuscript. Y.H. 
and T.A.R. supervised the project.

Funding This study was not funded.

Data availability The datasets generated during and/or analyzed during the current study are not publicly 
available but are available from the corresponding author on reasonable request.

Declarations 

Conflict of interest The authors declare that they have no conflict of interest.

Ethical approval This article does not contain any studies with human participants or animals per-
formed by any of the authors.

Table 8  Processing time of 
BAT, WOA, GWO, SSA, HHO, 
HHOSSA, and BCDDO

Algorithm Average 
processing 
time (s)

BAT 0.9
WOA 0.8
GWO 0.98
SSA 1.14
HHO 0.99
HHOSSA 1.06
BCDDO 0.7
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